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Graphika, Inc. Budget Justification 

 

We have used the following procedure in calculating all labor costs: 

Current base annual salary, divided by 2,080 (number of labor hours per year). 
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Personnel

Base 

Rate  

($/h)

Fringe 

Benefits 

Salary Y1 hours

Calendar 

Months base salary total fringe total Y1 cost O/H 1.85 total w O/H

SENIOR

$               500 2.88 $       

$              45 0.26 $                        

$              45 0.26 $                        

$                72 0.42 $                    

$                  90 0.52 $                    

OTHER

$                  750 4.33 $       

$                  750 4.33 $       

$                  750 4.33 $       

$                  750 4.33 $      

Data Engineer $               750 4.33 $       

BE Engineer $               750 4.33 $       

$                  510 2.94 $       

$
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Base 

Rate  

($/h)

Fringe 
Benefits 

Salary Y2 hours

Calendar 

Months base salary total fringe

total Y2 
cost O/H 1.85 total w O/H

SENIOR

$             510 2.94 $              

$             60 0.35 $                          

$             60 0.35 $                          

$               100 0.58 $                      

$                 90 0.52 $                          

OTHER

$                 750 4.33 $              

$                 750 4.33 $              

$                 750 4.33 $              

$                 750 4.33 $              

Data Engineer $              750 4.33 $              

BE Engineer $              750 4.33 $              

$                 415 2.39 $              
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The most complicated malign influence campaigns, which are also among the greatest long-term 

national security threats, are those that move across multiple social platforms. The social media 

companies themselves have little capability in the area of cross-platform detection and analysis, 

which is one of the main reasons they partner with Graphika for their own defensive efforts. Each 

company has exceptional data and intelligence on what is happening on its own platform, but very 

few state actor campaigns are limited to a single platform where they can be detected and removed 

(deplatformed) entirely. In fact, as nation states have evolved their online operations, cross-

platform networks have become part of the standard tradecraft. Sophisticated campaigns such as 

those emanating from China, Russia, and Iran typically have nexus on many platforms (see, for 

example, Graphika’s Secondary Infektion investigation). As part of our current threat intelligence 

solutions, Graphika maps threat actor networks on individual platforms, and then our analysts and 

investigators manually trace connections as the campaigns move from one platform to another, 

eventually rolling them up for removal. Currently no technology exists to approach this problem 

in an automated way at scale. 

To combat this threat effectively over the long term, research is needed to determine the feasibility 

of developing cross-platform capable network mappings and AI-enabled detection algorithms that 

can analyze volumes of data too large for any team of humans to reasonably process.  

 

 

 

 

 

 

Scientific Problems and Issues  

This effort will be founded on research in communications, network science, information theory, 

mathematical sociology, and artificial intelligence/machine learning.  Research on social media and its 

effects on the audience is situated in a small number of capabilities, such as natural language processing, 

artificial intelligence, and machine learning, and similar modeling capabilities, such as LDA, and the tools 

and techniques of hybrid fields, such as mathematical sociology, network science, and social psychology. 

These techniques and foundational science have difficulty producing causal reasoning models and forensic 

measurements that can manage “big social data,” due to both the scale of the data and the intrinsic difficulty 

of detecting causal mechanisms in social systems.  Big social data in the form of social media posts is often 

a compendium of fragmented narratives, fraught with changing social dynamics that occur across highly 

volatile timelines (such as found in Twitter and Reddit) and more slow-moving but pervasive platforms 

(Facebook and blogs). Some platforms are new, for example Gab.ai, Parler, and  the “pink slime” news 

agencies that promote conspiracy theory and disinformation. The phenomenon of deplatforming is also new 

and will impact the growth and reformation of adversarial groups that lose access to mainstream platforms. 

Scientists and researchers currently have limited capability to study and survey cross-platform shifts in 

adversarial campaigns in order to develop the necessary algorithms and models to assess changes in the 

platform “ecology.” Platforms are a kind of “habitat,” and shifting from platform to platform necessitates 

changes in recruitment and information maneuvers designed to influence audiences. 

(b) (4)
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In fact, the concept of affordance theory, originally drawn from understanding how organisms interact with 

their environments (Gibson 1982), has been extended to social media (Bucher and Helmond 2018) and 

invoked to understand the ways in which “technical protocols enable, constrain, and shape user behavior in 

a virtual space” (Bossetta 2019). Differing capacities for persistence, replicability, scalability, and 

searchability on social media platforms (Boyd 2010) can impact the potential visibility of a narrative, 

lowering or strengthening the potential for success of an influence campaign. Moreover, much of the work 

that has been done on related topics, including maximizing social influence through social media (Kempe 

et al. 2003), have been limited to single-platform phenomena (e.g. Aral et al. 2009, Bakshy et al. 2011, 

Bond et al. 2012), which limits our ability to infer how information and influence campaigns evolve and 

continue to shape discourse and social dynamics as they move from one network to another either 

voluntarily or involuntarily (e.g., because some group or topic is banned on a platform). Our work will 

contribute to the computational social science theories informing these processes and open new lines of 

inquiry on how information operations grow and change across time and cyberspace. 

The building of models and metrics for defining, describing, and evaluating influence campaigns in the 

effort will utilize current research on social contagion theory (Macy, Cornell) and on information maneuver 

(Carley and Beskow 2019) to provide a beginning point for the scientific framework for this work.    Social 

science research will be combined with information science research, such as “digital fingerprints” 

(Chinazzi et al. 2019), to assist in the development of new advanced metrics for threat assessment and new 

definitions of complex, cross-platform information maneuvers. Machine learning, natural language 

processing, and statistical studies will be combined with insights and frameworks from social science to 

develop new algorithms and causal models to detect, track, and analyze influence and threat content across 

multiple social media and traditional news media platforms.  

 

Graphika’s research will provide groundbreaking insights into the strategic landscape of disinformation 

flows, including both “negative” or “deconstructive”  strategies, such as distort, dismiss, dismay, and 

distract (Nimmo 2015), and “positive” or “constructive” strategies, such as identifying “superspreaders” 

and “superfriends” (Carley 2019). Our research will not involve direct evaluation of specific 

counterstrategies or their causal impact on the spread of disinformation – such evaluations will require 

future, separate projects. At the same time, our research will provide valuable context and information about 

the causal mechanisms that allow disinformation campaigns to operate successfully, including information 

on possible strategies for countering cross-platform disinformation. 

 

Management Plan 

The Graphika team includes expertise in federal contract and project management. Graphika will assign a 

project manager (PM) to communicate with the customer stakeholders as needed. The PM will prepare and 

deliver the monthly progress reports at the start of each month to include: 

- A summary of the work performed, including an explanation of changes to the work planned in the 

previous month; 

- Key issues or problems that may affect performance or schedule, along with the proposed corrective 

actions; 

- Technical reports provided to the Government, and when and to whom provided. 
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Graphika will meet with the customer Program Manager (PM), Contracting Officer (CO), and Contracting 

Officer’s Representative (COR) monthly, or as needed, to present deliverables, discuss progress, and 

resolve emerging problems. If necessary, Graphika has cleared personnel and is able to support any and all 

meetings at client spaces. After each meeting, Graphika will submit a meeting report recording all key 

minutes and subsequent actions within five working days. Graphika will submit each report electronically 

via email unless the PM, CO, or COR request otherwise. 

 

 

 

 

 

  

 

Military Relevance 

Public affairs, information operations, and military information support operations (MISO) and many other 

missions rely on understanding the full spectrum of information environments, including digital and social 

media platforms.  The fragmented nature of narratives and the capacity of adversaries to cloak themselves, 

coordinate, and deploy effective influence campaigns against US military missions has been a significant 

problem since 2014. The problem is growing and the threat is evolving; the need for a strategic insight into 

adversarial operations has caused information warfare to become a top priority for US Defense Science and 

Technology across all services. The US Marine Corps lists information warfare as among their very top 

priorities; Navy, Army, and Air Force also list information warfare among their top concerns. The 

capabilities to track adversarial narratives, rumors, and social cyber-attacks has significant limitations in 

the current technology base but also in the models and strategic understanding of the space necessary to 

formulate cogent, effective counter-messaging. Across all services, the objective to defeat adversaries and 

apply significant costs to their operations has emerged as an important requirement. This is difficult to 

accomplish as adversaries can so effectively cloak their identities, leap from platform to platform, and 

coordinate operations in ways that are currently hard to detect and measure.  

 

Project Description and Objectives 

Graphika will deliver a basic research program focused on prototyping models and algorithms for network 

mappings that span multiple social media platforms, which can be further enhanced by AI-enabled 

algorithmic detection models. Graphika will research and subsequently develop a set of machine learning, 

natural language processing, statistical, and causal models to detect, track, and analyze influence and threat 

content across multiple social media and traditional news media platforms.  

 

The program will be delivered over the course of 24 months and will focus on the following key research 

objectives: 
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1. Research Objective 1: Research and develop multi-modal network mappings and perform an 

assessment on how these mappings can be subsequently leveraged for cross-platform detection of 

social contagion and coordinated activity to support automated indicators and warnings of malign 

campaigns. 

2. Research Objective 2: Create a repository of attributed cross-platform information operation (IO) 

campaigns to serve as a data source for machine learning and other models to develop digital 

“fingerprints” of threat actors, and research the feasibility of automated detection and attribution of 

leads derived from these “fingerprints.” 

3. Research Objective 3: Research and assess the feasibility of developing new metrics to measure 

the impact of information operation campaigns, including causal mechanisms of the transition of 

disinformation in cross-platform networks and into offline behavior in the physical world.  

 

At the conclusion of the 24-month program, a productization effort could be undertaken to integrate new 

technologies resulting from this research and development program into a fully featured software platform 

that would be deployable for USG customers with the mission of defending the United States against malign 

influence.  

 

1.0  

 

 

 

 

  

 

This objective will focus on three key areas of research and deliverables:  

 

1.1 Building an end-to-end analysis and reporting pipeline to support the development of models and 

algorithms for improving characterization of threats and assist in attribution of threat actors. This 

pipeline will include data collection, building a cross-modal network map, identifying and monitoring 

actors and campaigns, classifying and describing information threats, tracking disinformation dynamics, 

and detecting and tracing related information and threat phenomena, including novel real-world events – 

all in the context of how these phenomena move and evolve across different platforms over time.  

 

1.2 Extending dynamic language and network models to incorporate multiple platforms. These 

models will complete a robust multi-modal mapping of the social media landscape by utilizing natural 

language processing (NLP) tools. These tools will allow for the remainder of the aforementioned pipeline 

(Objective 1.1) to collate related information, regardless of platform, for analysis, monitoring, and detailed 

description of actors and events, which will contribute to experimental assessments and model development 

 

1.3 Study the Feasibility of Automated Multi-Modal Cross-Platform Mapping 

Upon completion of 1.1 and 1.2, Graphika will study the feasibility for multi-modal mapping using test 

data and potential map renderings against non-automated methods to assist in model validation and further 

experiments in Research Objectives 2 and 3.  

 

(b) (4)
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2.0 Research Objective 2: Digital IO Fingerprints and Automated Lead Detection 

This objective will focus on the research and development of deep-learning models to “fingerprint” the 

behaviors of threat actors engaging in malign influence (Chinazzi et al. 2019).  

 

 

This 

objective will focus on two key areas of research and deliverables: 

 

2.1 Creation of an internal data repository of attributed malign influence campaigns for machine 

learning training and testing pipelines, with privacy-preserving versions made publicly available for 

other researchers at the program’s conclusion. 

 

2.2 Development of fingerprint models for threat actors and malign behaviors to support automated 

detection of inbound leads on new malign campaigns, including detection and attribution methods 

integrating network and language information. 

 

3.0 Research Objective 3: Leveraging Causal Inference to Measure the Impact of Online Campaigns 

and Identify Signals for Transitions to Offline Behaviors 

Once a threat has been detected, its potential impact must be assessed to determine whether mitigation is 

required and what type of response is warranted.  

 

 

 

We will implement this research in three key areas of research and 

deliverables: 

 

3.1 Development of models and metrics to measure impact of malign influence campaigns, including 

how events on one social/news media platform affect users and content on other platforms (Lukito 2019).  

 

3.2  

 

 

 

.  

 

3.3  
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Public affairs, information operations, and military information support operations (MISO) and 

many other defense and intelligence missions rely on understanding the full spectrum of 

information environments, including digital and social media platforms. The fragmented nature of 

narratives and the capacity of adversaries to cloak themselves, coordinate, and deploy effective 

influence campaigns against US military missions has been a significant problem since 2014. The 

problem is growing and the threat is evolving; the need for a strategic insight into adversarial 

operations has caused information warfare to become a top priority for US Defense Science and 

Technology across all services. The US Marine Corps lists information warfare as among their 

very top priorities; Navy, Army, and Air Force also list information warfare among their top 

concerns. The capabilities to track adversarial narratives, rumors, and social cyber-attacks have 

significant limitations in the current technology base but also in the models and strategic 

understanding of the space necessary to formulate cogent, effective counter-messaging. Across all 

services, the objective to defeat adversaries and apply significant costs to their operations has 

emerged as an important requirement. This is difficult to accomplish as adversaries can so 

effectively cloak their identities, leap from platform to platform, and coordinate operations in ways 

that are currently hard to detect and measure.  

The most complicated malign influence campaigns, which are also among the greatest long-term 

national security threats, are those that move across multiple social platforms. The social media 

companies themselves have little capability in the area of cross-platform detection and analysis, 

which is one of the main reasons they partner with Graphika for their own defensive efforts. Each 

company has exceptional data and intelligence on what is happening on its own platform, but very 

few state actor campaigns are limited to a single platform where they can be detected and removed 

(deplatformed) entirely. In fact, as nation states have evolved their online operations, cross-

platform networks have become part of the standard tradecraft. Sophisticated campaigns such as 

those emanating from China, Russia, and Iran typically have nexus on many platforms (see, for 

example, Graphika’s Secondary Infektion investigation). As part of our current threat intelligence 

solutions, Graphika maps threat actor networks on individual platforms, and then our analysts and 

investigators manually trace connections as the campaigns move from one platform to another, 

eventually rolling them up for removal. Currently no technology exists to approach this problem 

in an automated way at scale. 

To combat this threat effectively over the long term, fundamental research is needed to determine 

the feasibility of developing cross-platform capable network mappings and AI-enabled detection 

algorithms that can analyze volumes of data too large for any team of humans to reasonably 

process.  

 

 

 

 

Scientific Problems and Issues  
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This effort will be founded on research in communications, network science, information theory, 

mathematical sociology, and artificial intelligence/machine learning. Research on social media and 

its effects on the audience is situated in a small number of capabilities, such as Natural Language 

Processing, Artificial Intelligence and Machine Learning, and similar modeling capabilities, such 

as LDA, and the tools and techniques of hybrid fields, such as mathematical sociology, network 

science, and social psychology. These techniques and foundational science have difficulty 

producing causal reasoning models and forensic measurements that can manage “big social data,” 

due to both the scale of the data and the intrinsic difficulty of detecting causal mechanisms in 

social systems.  Big social data in the form of social media posts is often a compendium of 

fragmented narratives, fraught with changing social dynamics that occur across highly volatile 

timelines (such as found in Twitter and Reddit) and more slow-moving but pervasive platforms 

(Facebook and blogs). Some platforms are new, for example Gab.ai, Parler, and the “pink slime” 

news agencies that promote conspiracy theory and disinformation. The phenomenon of 

deplatforming is also new and will impact the growth and reformation of adversarial groups that 

lose access to mainstream platforms. Scientists and researchers currently have limited capability 

to study and survey cross-platform shifts in adversarial campaigns in order to develop the 

necessary algorithms and models to assess changes in the platform “ecology.”  Platforms are a 

kind of “habitat,” and shifting from platform to platform necessitates changes in recruitment and 

information maneuvers designed to influence audiences. 

In fact, the concept of affordance theory, originally drawn from understanding how organisms 

interact with their environments (Gibson 1982), has been extended to social media (Bucher and 

Helmond 2018) and invoked to understand the ways in which “technical protocols enable, 

constrain, and shape user behavior in a virtual space” (Bossetta 2019). Differing capacities for 

persistence, replicability, scalability, and searchability on social media platforms (Boyd 2010) can 

impact the potential visibility of a narrative, lowering or strengthening the potential for success of 

an influence campaign. Moreover, much of the work that has been done on related topics, including 

maximizing social influence through social media (Kempe et al. 2003), have been limited to single-

platform phenomena (e.g. Aral et al. 2009, Bakshy et al. 2011, Bond et al. 2012), which limits our 

ability to infer how information and influence campaigns evolve and continue to shape discourse 

and social dynamics as they move from one network to another either voluntarily or involuntarily 

(e.g., because some group or topic is banned on a platform). Our work will contribute to the 

computational social science theories informing these processes and open new lines of inquiry on 

how information operations grow and change across time and cyberspace. 

The building of models and metrics for defining, describing, and evaluating influence campaigns 

in the effort will utilize current research on social contagion theory (Macy, Cornell) and on 

information maneuver (Carley and Beskow 2019) to provide a beginning point for the scientific 

framework for this work. Social science research will be combined with information science 

research,  

 

 Machine learning, natural language processing, and statistical studies will 
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be combined with insights and frameworks from social science to develop new algorithms and 

causal models to detect, track, and analyze influence and threat content across multiple social 

media and traditional news media platforms.  

 

Graphika’s research will provide groundbreaking insights into the strategic landscape of 

disinformation flows, including both “negative” or “deconstructive”  strategies, such as distort, 

dismiss, dismay, and distract (Nimmo 2015), and “positive” or “constructive” strategies, such as 

identifying “superspreaders” and “superfriends” (Carley 2019). Our research will not involve 

direct evaluation of specific counter-strategies or their causal impact on the spread of 

disinformation – such evaluations will require future, separate projects. At the same time, our 

research will provide valuable context and information about the causal mechanisms that allow 

disinformation campaigns to operate successfully, including information on possible strategies for 

countering cross-platform disinformation. 

Project Description and Objectives 

Graphika will deliver a basic research program focused on models and algorithms for network 

mappings that span multiple social media platforms, which can be further enhanced by AI-enabled 

algorithmic detection models. Graphika will research and subsequently develop a set of machine 

learning, natural language processing, statistical, and causal models to detect, track, and analyze 

influence and threat content across multiple social media and traditional news media platforms.  

 

The program will be delivered over the course of 24 months and will focus on the following key 

research objectives: 

1. Research Objective 1: Research multi-modal network mappings and perform an 

assessment on how these mappings can be subsequently leveraged for cross-platform 

detection of social contagion and coordinated activity to support automated indicators and 

warnings of malign campaigns. 

2. Research Objective 2:  

 

 

 

3. Research Objective 3: Research and assess the feasibility of developing new metrics to 

measure the impact of information operation  

 

  

 

At the conclusion of the 24 month program, a productization effort could be undertaken to integrate 

new technologies resulting from this research program into a fully featured software platform that 

would be deployable for USG customers with the mission of defending the United States against 

malign influence.  

(b) (4)
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1.0 Research Objective 1: Multi-Modal Network Mapping and Cross-Platform Detection 

As discussed above, each social media platform is unique in its framework and capability to detect, 

track, and take down online threat actors and malign narratives. To that end, it becomes 

extraordinarily complex to perform any level of detection or analysis in a cross-platform scenario. 

 

 

 

 

  

 

1.1  
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1.2 Extend Dynamic Language and Network Models to Incorporate Multiple Platforms  

 

 

 

 

 

 

 

 

 

 

 

The development and testing of these extended models require the following: 

1.2.1   

 

 

  

1.2.2   

 

 

        nt 

ideas/topics, sentiment, political and moral values) over multiple online platforms. 

 

These tools are optimal for cross-platform analyses. Similar influence and threat content often 

moves across multiple spaces of the Web at different rates and evolves in different ways as it 

spreads over these paths and through new people and contexts (e.g., from political news media to 

short posts in Twitter to long posts in Facebook to other websites), and network and language 

models can track these dynamics of interacting people and cultural objects (e.g., words, phrases, 

images, URLs) and how they change within and across different domains and platforms over time. 
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1.3 Study the Feasibility of Automated Multi-Modal Cross-Platform Mapping 

Upon completion of 1.1 and 1.2, Graphika will study the feasibility for multi-modal mapping using 

test data and potential map renderings against non-automated methods to assist in model validation 

and further experiments in Research Objectives 2 and 3.  

 

1.3.1 Collect sample test data across a series of social media platforms. 

1.3.2 Test and evaluate the feasibility of a cross platform mapping capability.  

1.3.3 Develop a report on our findings and the potential impacts on the future of this capability. 

 

2.0 Research Objective 2:  and Automated Lead Detection 

 

 

 

 

 

 

 

 

1.  
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2.  

 

 

 

2.1  

 

 

 

  

 

 

 

 

 

 

 

 

 

2.2  
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To establish a baseline for our and to develop/test a causal 

framework (see Objective 3), we will use publicly available data from Twitter on information 

operations involving foreign agents in the United Arab Emirates and Egypt, Saudi Arabia, Spain, 

Ecuador, China (PRC)/Hong Kong, and users from other nations.1 With this ground-truth social 

media network and language data, we will also use finely detailed annotations of propaganda 

techniques in news articles (black-and-white fallacy, loaded language, exaggeration, name calling, 

minimization, etc.) publicly available2 from the SemEval 2020 Task 11 to detect such phenomena 

in other contexts using deep-learning language models (Devlin et al. 2018, Jurkiewicz et al. 2020).  

 

3.0 Research Objective 3: Leveraging Causal Inference to Measure the Impact of Online 

Campaigns and Identify Signals for Transitions to Offline Behaviors 

Research Objectives 1 and 2 focus on the detection and attribution of malign influence campaigns. 

Once a threat has been detected, its potential impact must be assessed to determine whether 

mitigation is required and what type of response is warranted. Objective 3 will focus on researching 

how causal inference can be leveraged to establish new metrics in two distinct areas of impact 

measurement.  

 

1. The likelihood of a cross-platform disinformation campaign to affect implicit 

information content generated by target audiences via mechanisms such as 

linguistic accommodation. (Objectives 3.1 and 3.2). 

2. The likelihood of online cross-platform disinformation campaigns to transition to 

offline activity in the physical world, as measured through coverage in news media. 

(Objective 3.3) 

 

3.1 Development of Models and Metrics to Measure Impact of Malign Influence Campaigns 

Our research in this area will expand causal modeling to measure the effects of influence and threat 

content on groups of users, including the vulnerability of particular communities to specific 

influence and threat content flows, and how events on one social/news media platform affect users 

and content on other platforms (Lukito 2019).  

 

Our usage of causal modeling requires the following steps:  

 
1 blog.twitter.com/en us/topics/company/2019/info-ops-disclosure-data-september-2019 html. 
2 propaganda.qcri.org/semeval2020-task11/. 
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3.1.1   

 

  

3.1.2  

 

 

 

 

3.1.3  

. 

 

This framework will enhance our previously described analysis pipeline with advanced models of 

social influence dynamics in information operations (Qiu et al. 2018, Park et al. 2019)  

 

 

 

 

 

 

 

 

 

 

 

 

3.2  
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3.2.1  

 

  

3.2.2  

 

 

 

 

3.2.3  

 

 

 

 

       

 

 

 

 

 

 

 

 

 

 

 

 

3.3  
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